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ABSTRACT and other proposed additions to the IP layer. Security is
no longer a side topic; now any well thought out protocol

posed by an ever increasing array of devices and applica-des'gn must include security cc.)nS|der.a}t|ons. And of course
tions, tremendous amount of traffic, as well as serious se-°N€ cannot leave out changes in mobility, scaling, and QoS.

curity threats. There has been considerable debate in thd" addition, today’s networks have direct impact on social
networking community on how to evolve or redesign the In- 1SSUES and no discussion of networking is complete without

ternet. However, our graduate networking courses often fa- €C0nomic considerations.

vor the mechanical analysis of specific protocol detailgove ~ 1here have been considerable debates on how all these
understanding of high-level architectural ideas. As altesu €Nanges impact the current network architecture. Some ar-
our students master thew, often at the expense of thehy. gue _these changes should inspire a revolution in quork
This paper presents our attempt to add more examination of2chitecture. Just as the Internet completely revolutieai
architectural designs into graduate courses on networking communications networks, the next revolution should usher

Our premise is that a network architecture is not borne out IN @ New, perhaps yet to be envisioned, network architecture
of a singular piece of work, but rather a progression of ideas Others argue that what is needed is evolution, not revaiutio

that can be traced through a series of papers. We believe itthe future network architecture may indeed look quite dif-
is important for our students tonderstandthe progression ferent from today, but the change will occur as a number of

of these ideas and the design tradeoffs being made, rathefvolutionary steps (and mis-steps). Still others arguesisa
than simplyknowinghow the architecture works. To illus- already have the correct basic network architecture and one
trate our approach while limiting new material, we focus on JUSt needs to m,ake updates and incremental changes. Re-
two network architectures, the current Internet and one of 9ardless of one’s position on where the Internet architectu

the new architectures based on content-centric networking IS héaded, two facts seem indisputable. Firstiay's stu-
For each architecture we provide a series of five papers thatdents will be users of the future Internet and some of them

aim to show both the big ideas and the evolution of their Will become network architects of the futur&econd, we
architectural designs. can only expect a better network architectifirgudents are

taught to analyze the design constraints and understand the
trade-offs of different designs.

1. INTRODUCTION To motivate and guide students into learning architectural
Today'’s students in the networking area live in an excit- designs, this paper explores the use of two different archi-
ing as well as challenging time. At the lower layers, ad- tecture designs as case studies, and articulates what would
vances in transmission technologies such as optics and wire be effective ways to incorporate these architectures into a
less offer dramatic changes in the way devices connect tograduate networking course. The architectures we choose to

the network. Along with changes in communication media, cover are the current Internet architecture and a propased d
the devices themselves are also rapidly advancing. The daysign of future architecture based on content centric nééwor

of connecting large computer centers have long past and to-ng. The choice of the Internet architecture is obvious, but
day smart phones and sensor nodes are becoming ubiquitoug]ot sufficient. We argue that one can teach architecture more
With proliferation of smart phones, communication devices €ffectively by examining multiple architectures. For a-sec
are not just always on, but they are always on you. At the ond architecture, we selected Named Data Networking since
higher layers, the traditional file transfer applicatiomvd ~ We are actively working on its development. Our choice of a
expanded to include P2P sharing, streaming services,enlin contrasting architecture is based on our experience, and we
gaming, and a vast set of other applications. In the middle, in N0 way mean to imply that this is thight or even theonly

the IP layer itself has been undergoing major changes with choice. We hope and believe that the networking community
the deployment of carrier grade NAT, IP multicast, IPv6, Will benefitgreatly if other teams working on different arch

Today'’s Internet architecture is facing significant chajjes



tectures develop similar modules. Educators can thentselecchitecture, do this for multiple architectures, and during
which modules to use based on time, interest and other cri-limited portion of a semester.
teria of their choice. .

The remainder of the paper is organized as follows. Sec-2-1 Proposed Teaching Strategy
tion[2 discusses what we hope to achieve in teaching archi- The evolution of the Internet architecture provides a rich
tectures. Sectiofil 3 presents the ten papers we think besket of material. While a discussion of the Internet architec
teach architectural concepts. Secfibn 4 discusses isseies wture could be a course by itself, our objective here is to pro-
have encountered in covering the papers in a graduate courseside a module on network architecture, not to provide a com-
Finally, Sectiorib concludes the paper. plete history of the Internet or identify all key papers lieagd
to its development. Using the Internet as an example, some
of our key points become immediately clear. The Internet
architecture did not simply fall from the sky and there is no
single paper that describes the Internet. Instead one ean se
the Internet develop over a series of seminal papers. The In-
ternet also faced clear trade-offs and the discussion skthe
trade-offs help to see both the advantages and disadvantage
of today’s Internet.

We use the Named Data Networking (NDN)]10] archi-
tecture as a second example. Note that the choice of NDN is
somewhat arbitrary — we chose it because we are involved in
Ehis work, but other architectural designs could be inserte
in its place. We do, however, advocate teactsngieother
architecture along with the Internet. A single example is no
sufficient to teach any idea and using only a single example
Y blurs the distinction between principles that apply to any a
chitecture (e.g. one must identify and prioritize goals)l an
the architecturally specific design choices (e.g. which goa
was the top choice in a particular architecture ).

One could argue that two architectures are too few and
fhclusions of more architectures would be beneficial. We
agree with this statement. However, our goal is to fit this
material into an already overloaded curriculum. We further
argue that each architecture must be presented as a series of
papers leading toward the architecture. It is not sufficient
present a single paper as the description of any architactur
It is the progression toward the architecture that is esslent
to convey. Toward this end, we propose to cover five papers
per architecture. One could also argue that five papers is too
few, but at the same time, one could also argue that 10 papers
are too many to add in a course. We do not claim the choice
of two architectures with five papers for each is ideal, but we
do claim it is feasible and we are using this approach in our
own courses. We simply hope that this is a starting point for
further debate.

2. OBJECTIVESOFTEACHING ARCHITEC-
TURES

Our objectives of teaching architectures are two-fold. On
one hand, we want to encourage new and novel thinking by
students. We are particularly concerned by comments that
today’s network was somehow a pre-ordained system. It is
of course essential to understand the workings of TCP or
BGP or DNS or any of the common protocols, but this can
lead to a mistaken impression that today’s specific proto-
cols and more broadly today’s architecture represents a se
of fixed points that cannot be replaced by dramatically new
designs. On the other hand, we want to convey that design-
ing a new architecture is not a trivial step and there are key
lessons that we hope the students will take away from a
course.

New architectures do not simply fall from the shkiywe
convey nothing else in our courses, we hope to teach that
(good) new architectures are not invented in one atomic step
One wants to encourage new and novel ideas, but at the sam
time one needs to teach that good architectures are dedelope
over time as a series of (sometimes revolutionary) ideas and
refinements. One cannot understand an architecture by read
ing a single“seminal paper” and one does not invent a new
architecture in one attempt. To convey this, we must demon-
strate architectural development over a series of papats th
often span decades.

Architecture involves trade-off©eveloping an architec-
ture requires understanding the objectives and constramt
well as making appropriate trade-offs. At a high level, ev-
eryone supports the idea of making the network efficient,
secure, robust to failures, easy to manage, and so forth. Iti
easy to say that the Internet overlooked security at many key
points in the design. It is much more challenging to think
about what might be lost by prioritizing security over say
robustness or automatic configuration. The challenge ts tha

one needs to prioritize goals and further note that somesgoal
may be mutually exclusive.

3. TEN ARCHITECTURAL PAPERS
We begin our introduction to network architecture by first

In order to teach students about network architectures, onecovering the Internet. Studying the Internetis somewhsit ea

needs to discussiore than one architectureAlthough a
particular architecture such as the Internet could byfitse|

the subject of a course, deeper understanding of architgctu
principles comes from comparing and contrasting more than
one design. To a large extent, we do this today by compar-
ing the Internet architecture with the telephone network. |
summary, our challenge is to cover the evolution of an ar-

ier because today’s students can relate to it and thus are in-
terested in the evolution of the network. We then make a
dramatic shift from a network focused on thereto a net-
work focused on thevhat We emphasize that the Internet
focuses on fetching data from a destination IP address while
the NDN architecture eliminates the concept of a source en-
tirely and replaces the destination (currently an addregh)



the name of the desired data. and a host of other problems. Adding these features as a
) ) mandatory feature of every link is not always plausible if we
3.1 FivePaperson Thelnternet Architecture support any link layer technology, but even if we could, the
Paper 1: "On Distributed Communications Networks" by claim is that it often harms services that do not want new
Paul Baran[f]. We begin our study in the very early days features. Furthermore, in Paper 1 Baran has challenged us to
of packet network architectures. Baran seeks to build a ro- build a network that will survive despite massive losses. We
bust network that can survive massive losses. An attack dis-can now introduce the concept of fate sharing. If we want
ables many of the nodes and Baran is interested in findinga redundant dynamic network that might suffer massive dis-
the largest surviving connected component. The networksruptions, it seems wise not to place a tremendous amount
of the time rely on a highly structured system of central of state in middle of the network. If all the state is at the
nodes so the destruction of only a few central nodes dis- end, we can continue to function as long as the topology and
connects the entire network. The paper illustrates the im- routing provide the ends with some path to reach each other.
portance of redundancy in building a resilient system. With ~ Paper 4 "The Design Philosophy of the DARPA Internet
a small amount of redundancy, Baran shows the topology Protocols” by D. Clark[3]. This paper first introduces an
remains connected even when large numbers of nodes ar@bvious but often overlooked fact that in any good design
destroyed. To take advantage of this surviving topology, th one must identify the design objectives and prioritize the o
network would operate on packets rather than fixed circuits jectives. Packets, redundant connections, gateways,eand r
and use dynamic routing of packets. These are novel ideagransmission windows are all great tools. The designers of
at the time and start us down the road toward packet networkthe Internet did not simply pick some concepts, throw them
architecturdb together, and hope they produced a useful result. In any good
Paper 2: "A Protocol for Packet Network Interconnection" design, the designer set out to achieve something and then
by V.G. Cerf and R.E. Kah@]. Having introduced the con-  find the best tools to achieve their objectives. This lesson i
cept of packet in the previous paper we now build the simple critical for any design.
packet idea into early TCP/IP in this classic paper. Atthe So what was the early Internet design trying to achive? It
graduate level, students have already been through an unturns out we are in luck, we have covered the top three on
dergraduate course and should have seen many of the conthe list: 1) function despite loss of networks/gateways (Pa
cepts of this paper. Among its many features, it introduces per 1 by Baran); 2) support multiple types of services (Paper
gateways for interconnection, retransmission windows, an 3 on End to End); and 3) accommodate a variety of networks
the thin waist idea of putting only the minimal requirements (Paper 2 by Cerf/Kahn). The Internet is notoriously bad at
into interconnection layer. Today, students simply expect accounting for each individual packet. It also turns out tha
that there is not a single link layer technology in the Inter- cost accounting was on the list, but was last. If the design
net. Most laptops have both wired and wireless interfaces had set out to build a network whose first goal was cost ac-
and most smart phones have 3G, WiFi, and bluetooth. How- counting, we would likely have a very different Internet. It
ever, it was not always clear that devices should interdpera is also important to note these goals are not set in stone. It
across multiple different link layer technologies. The-net may be the case that a different set of objectives and/or a dif
work architecture made a particular choice to allow a “thin" ferent ordering of the goals is now in order. This is a great
interconnection layer. opportunity to challenge students to think of their ordered
Paper 3: "End-to-end Arguments in System Design" by J. list of objectives. The key idea is that you need to identify
Saltzer, D. Reed, and D. Clafi1]. In the first two papers,  what you want to achieve and prioritize the list (because you
we presented the design for a redundant packet network withlikely will not get everything on your list).
a thin waist. The result is the well known hourglass design  Paper 5: "Watching the Waist of the Protocol Hourglass"
that will be discussed further in paper 4. However, first we by Steve Deerin§d]. This is a presentation, not a paper.
need to consider where to place all the additional featuresHowever, it is an excellent way to wrap-up all the concepts
that a network clearly needs to support. Reliable delivery, we have seen so far and show that the network design is con-
security, and many other services are needed if we are totinuing to this day. In Paper 2 by Cerf/Kahn, we built a thin
build a truly viable network. Do we build complexity at waist at the IP layer. This was a key aspect to achieving our
the lower part of the hour glass (link layer) or upper part design goals as stated in Paper 4 by Clark. The end-to-end
(transport/app layer)? At this point, it is time to introéuc  principle (Paper 3) helps guide modifications to the design,
the end-to-end principle. Adding features to the lower taye suggesting modifications are best suited to the ends, rather
typically is not a complete solution for reliability, sedyr than bloating the middle with more and more features and

1As a side note, we believe this paper helps explain the amtalsi exgand_lng the t.hdm WaISt.' iahtful and _ . f
statement that “the Internet was designed to survive a aualar”. eering provides an insightful and entertaining view o

To the best of our knowledge, this was never a stated obgecfiei- temptations that threaten to expand the thin waist. Multi-
ther the early ARPANET or later Internet. However, Baranitim cast and QoS are just a few of the features. The presentation

vation is to survive a nuclear strike and much of the work atkpt  also introduces the role of IPv6 and provides insights on why
networking traces its origins to this paper by Baran.




IPv6 deployment remains such a challenging step for the In-the Internet design, the architecture evolved along with th
ternet. Overall, we now have an excellent overview of key introduction of the PC and the move from massive computer
architectural ideas and design choices in the currentater  centers to desktops and then laptops. To support sensor net-
working this paper moved the notion of application framing
3.2 Five Papers on Named-Data Networking to a new stage, and designed an efficient delivery system that
Architecture is based omamed datand in-network processing.
Had the Internet designed in an age of sensor networks

_ The existing Internet architecture focuses on communica- 504 smart devices, would one still develop the same network
tion between source and destination IP addresses. Howeveaesigns and naming conventions? The concept of location

as the global user community continues to push the frontierspeciﬁC naming and computation is challenged by the large

of Internet usage, in particular as the number of cOmputing ,mpers of wireless devices. When combined, papers 8 and
devices increases by leaps and bounds and most of those dey jniroduce new challenges and new directions for both fa-

vices lose their fixed “where" (address) and become mobile, yjjiar web content and new sensor network inspired designs.
IP s_pomt—to-pomt communication model has become a con- A common theme in both papers is a challenge to the tradi-
straint. Now we challenge the studentsltelete the concept 54| jocation based network design. In both paper 8 and 9,

of location. Instead, consider that communication is about, the idea of providing communication to a specific IP address
seeking a specific data item, such as the slides for today'ss ot well matched with the overall objectives of the data
lecture. The server hosting the data is irrelevant, it dags n consumers.

matter if the slides are provided by the university webserve Paper 10: Networking Named Content, by Jacobson, Smet-
the instructor’s personal page, or some other student in theiors Thornton. Plass Briggs, and Braynd#]. We con-

class. Itis the data content the consumer seeks that matters.jude our list by what we feel is an exciting new direction.
not the location. Of course it does matter that the data is cor Even if one disagrees entirely with this direction, it does

rect. If one receives the slides from another student in the serve the purpose of forcing students to think differeritly.

class, one wants to ensure they are the complete and corredt, iy lar, the paper observes that communication in tae pr
slides. Thus this design can only make sense if one has secuy;ous work has focused on a source communicating with a

rity as part of the design. Th's proyldes astarting motortl  yegtination. In the current designs, you download a file or
for Named-Data_Network!ng Ar_ch|tectures. fetch a web page from a particular server. Location is an
Paper 6: "Multicast routing in internetworks and extended  ggsential part of the discussion, but does it need to be? Ja-
LANs" by Deering and Cheritof]. This paper proposed [P ¢ohq0n et al. challenge the reader to think in terms/lodt
multicast, a brand new communication model. This model 5 ot whereThe location becomes irrelevant. Instead one

greatly facilitates distributed applications that mustcsthe seeks a particular content. Perhaps the content is located o
same data to multiple destinations, or those that mustdocat o qata publisher’s website, but it may also be cached any-

or query content when the exact location of that content is \here throughout the network. The location is irrelevant.
unknown. As the last hop of communications becomes in- |, this new design, the basic IP packet is replaced by Inter-
creasingly wireless to aid mobility, this model can also mak est packets and Data packets. These packetsriaseurce

best use of"the broadcast nature of wireless media.  4qqress and no destination addred#is challenges the stu-
Paper 7: "A Reliable Multicast Framework for Light-weight jants to think in a new way. Can a network even operate

Sessions and Application Level Framing” by Floyd, Jacob- i hackets do not specify a source and destination? What

son, McCanne, Liu, and Zhaii]. This paper promoted the  |eg50ns from the above papers change? What stay the same?
receiver-based model of data reliability and applicateoel Paper 3 by Clark still teaches us we need a priority list. Fur-
naming. . _ thermore, his top three goals still stay at or near the topef t
Paper 8: "Adaptive web caching: towards a new global st i the new NDN design. We still need thin waist (Paper
caching architecture” by Michel, Nguyen, Rosenstein, ghan 5 ,y; cerf/kahn and Paper 5 by Deering), but now the waist
Floyd, and Jacobsof]. With the addition of web caching, jgenifies data name rather than location name. Baran’s (Pa-

one begins to see a movement away from server locationsyer 1) lesson on redundancy is as critical as ever, if not even
and toward designs focused on the data itself. This early 4. important now. The End-to-End Principle (Paper 3)

work is not yet introducing a fundamentally new design, but ) plays a key role in deciding where the complexity lies,

is introducing the concept of designing a network whose pri- 1+ implementation changes a little from the “end location”
mary service is access to data rather than access to a particy ine data publisher and even data itself.

ular server.

Paper 9: "Building Efficient Wireless Sensor Networks
with Low-Level Naming" by Heidemann, Silva, Intanagonwi- 4. CURRICULUM CONSIDERATIONS
wat, Govindan, Estrin, and Ganesdid]. New architectural In our experience, there are two key pitfalls that have been
designs need driving motivations. Even an ideal design will raised by students and need to be addresses for a successful
not succeed in practice without external factors that moti- course.
vate the deployment of the new architecture. In the case of The first challenge is that some students have viewed the



initial papers aold and dated Some students come into 6. REFERENCES
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On a more positive note, the lecturer needs to stress the 1984

important ideas and thinking big. Do you agree with the or-
der in Clark’s Design Philosophy? How different would to-
day’s network be if say "Cost Accounting"” was ranked above
"Robustness"? In Jacobson’s content centric design, what
are the security implications of having a data name but no
notion of data location? The course has tended to falil if stu-
dents believe they are being asked to understand now obso-
lete packet formats, but succeed in cases where students are
challenged to think big.

5. CONCLUSIONS

Today’s graduate students will be tomorrow’s network ar-
chitects. Regardless of whether one believes the futuee-Int
net will be revolution or an evolution of the current design,
it is essential for graduate students to consider architakt
issues and have some understanding of how different archi-
tectures develop.

Toward this end, this paper proposes teaching network ar-
chitecture by considering the development of two different
designs, the current Internet and a new data centric approac
to networking. For each design, we introduce a sequence of
five papers that show keys aspects and the evolution of ar-
chitectural thinking. All the papers here provide big ideas
not all of which you may agree with. Our objective is not to
declare these to be the two best architectures, but rather to
promote the discussion of architectural design. We hoge thi
leads to more discussion on what other papers should be on
the list for thinking architecturally.
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